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During the autumn term—or Michaelmas term, in Oxford-speak—Philosophy first years at Teddy Hall study

Introduction to Logic and some General Philosophy. Maths & Philosophy (MP) and Physics & Philosophy

(PP) students study two topics in General Philosophy. The notes and exercises below are to help you

prepare for this. Read them carefully, and submit completed exercises to me by email by Friday, 30th

September. We will discuss your solutions to them in classes and tutorials during the term.

A note on buying books. Library provision in Oxford is excellent, but you will want to buy your own copies of

certain books: The Logic Manual and the appropriate set text (which for MP students is Frege's

Foundations of Arithmetic, and for PP students is the Leibniz-Clarke Correspondence). These can often be

picked up for cheap second-hand. Bear in mind also that Teddy Hall offers grants of up to £300 covering

your essential course materials, up to £100 of which may be used to purchase books.

Jonny McIntosh, August 2023

jonathon.mcintosh@philosophy.ox.ac.uk
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PPE, PPL, and PML students have eight weeks of Introduction to Logic in Michaelmas. (They go on to

study a follow-up course, Elements of Deductive Logic, in the spring term—or Hilary, in Oxford speak.)

Each week there will be a set-up class or lecture on the Monday or Tuesday, followed by a back-up class on

the Thursday or Friday, in which you will be discussing solutions to exercises that you will have submitted

beforehand. (The Faculty also offers weekly lectures, which are usually posted online.)

The Introduction to Logic course is based around Volker Halbach (2011) The Logic Manual (Oxford

University Press). You may want to buy a copy of this before you arrive, but there is no need to read it in

advance. Just read the material below, and work through the EXERCISES.

We define an argument to be a (possibly empty) set of declarative sentences, called the premises,

together with a declarative sentence designated as a conclusion. For example:

The ball is red. If the ball is red then the ball is coloured. So the ball is coloured.

This is an argument. We have a set of sentences ('The ball is red' and 'If the ball is red then the ball is

coloured') and a sentence designated (by 'so') as a conclusion ('The ball is coloured').

The ball is coloured. If the ball is red then the ball is coloured. So the ball is red.

This is also an argument. Again we have a set of sentences ('The ball is coloured' and 'If the ball is red then

the ball is coloured') and a sentence designated as a conclusion ('The ball is red').

There is an intuitive sense in which the first argument is a good argument and the second one is not.

Logicians try to be more precise about what we might mean by a good argument here.

By definition, an argument is modally valid if and only if there is no possible circumstance in which all of its

premises are true and its conclusion is false. An argument is, by contrast, logically valid if and only if there

is no interpretation of its subject-specific words (i.e. no way of assigning meanings to them) under which all

its premises are true and its conclusion is false.

The first argument above is both modally valid and logically valid. To see that it is modally valid, consider

any possible circumstance in which all of its premises are true. That would be a circumstance in which the

ball is red and in which, if it is red, it is coloured. So it would be a circumstance in which the ball is coloured.

But that means it is a circumstance in which the conclusion of the argument is true. In short, any possible

circumstance in which all of its premises are true is also a circumstance in which its conclusion is also true,

and so not false. So there is no possible circumstance in which all of its premises are true and its
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conclusion is false.

To see that the first argument is also logically valid, consider the result of replacing each of its subject-

specific words with schematic letters: The F is G. If the F is G then the F is H. So the F is H. By virtue of

your grasp of English, you are able to see that there is no way of replacing these letters so that the result is

an argument in which the premises are all true and the conclusion is false. So there is no interpretation of

the subject-specific words of the argument (i.e. no way of assigning them meanings) under which all of its

premises are true and its conclusion is false.

By contrast, the second argument is neither modally valid nor logically valid. To see that it is not modally

valid, consider a possible circumstance in which the ball is green, and so coloured, but not red. That is a

circumstance in which the the ball is coloured and in which if it is red then it is coloured. But it is not a

circumstance in which it is red. So it is a circumstance in which all the premises of the argument are true

but the conclusion is false. But that means there is a possible circumstance in which all the premises of the

argument are true and the conclusion is false.

To see that the second argument is also not logically valid, consider the result of replacing each of its

subject-specific words with schematic letters: The F is H. If the F is G then the F is H. So the F is G. It is

easy to see that there is a way of replacing the letters so that the result is an argument in which the

premises are all true and the conclusion is false. Consider, for instance:

The capital of the United Kingdom is in England. If the capital of the United Kingdom is in Cornwall

then the capital of the United Kingdom is in England. So the capital of the United Kingdom is in

Cornwall.

So there is an interpretation of the subject-specific words of the second argument (i.e. a way of assigning

meanings to them) under which all of its premises are true and its conclusion is false.

Q1. For each of the following arguments, say whether they are (i) modally valid, (ii) logically valid. State

your answers, using complete sentences (e.g. "This argument is modally valid") and providing in each case

an explanation of your answer, using my explanations above as a model.

a. All unicorns are beautiful. Orcs hate anything beautiful. So orcs hate all unicorns.

b. Diamond is hard. So diamond is not soft.

c. 8 is a prime number. Therefore, all frogs are pink.

d. All Teddy Hall students are clever. Annie is a Teddy Hall student. So Annie is clever.

e. Everything is coloured red all over. So nothing is coloured blue all over.

f. All cows are green. All cows are not green. So all pigs are purple.

Logicians are interested in logical validity, rather than modal validity, and for the remaining questions,

wherever you see the word 'valid', you should take it to mean 'logically valid'.



Let me also give you a couple more definitions. First, we say that a set of sentences is (logically)

inconsistent if and only if there is no interpretation of its subject-specific words under which every

sentence in that set is true, and second, that a sentence is (logically) contradictory if and only if there is no

interpretation of its subject-specific words under which it is true. (Inconsistency is a property of sets of

sentences, and contradictoriness a property of sentences themselves.)

Q2. Are there any valid arguments with the following features? In each case, either provide an example of

such an argument or explain why there are no arguments with the relevant feature.

a. false premises and a true conclusion.

b. false premises and a false conclusion.

c. some true premises, some false premises and a false conclusion.

d. some true premises, some false premises and a true conclusion.

e. an inconsistent set of premises

f. a contradictory conclusion.

You may have found some of your answers to Q2. surprising. If so, it may help to offer one last definition:

an argument is sound if and only if it is both valid and has all true premises. An argument can be valid, and

so good in one sense, without being sound, and so good in another!

Q3. Suppose that P. J. Mangler of Christ Church argues as below in his logic work. What exactly is it that

has Mangler has got wrong? State your answer as briefly as possible, but no briefer.

David is a philosopher, and not a werewolf. So the argument which goes “David is a philosopher. All

philosophers are werewolves. Therefore David is a werewolf” is invalid in this possible circumstance.

But there is a possible circumstance in which all philosophers, including David, are werewolves. In

that possible circumstance, the argument is valid.

Logicians, as I say above, are interested in logical validity. One reason for this is that it is especially

amenable to mathematical investigation. The mathematics involved is very simple, and we will go over it

carefully and thoroughly. But it is useful to have a bit of a headstart.

One central notion is that of a set. Put roughly, sets are collections of things, called their members or

elements. When a thing, x, is a member of a set, S, we write this as: x ∈ S.

Each set is determined by its members. So if the members of the set S are the same as the members of the

set S' then S and S' are the same set—using the symbol for set membership: if, for anything x, x ∈ S if and

only if x ∈ S', then S = S'. This means that, to specify a set, all we need to do is specify its members. This

can be done using curly brackets, '{' and '}'. For example, we can specify the set of countries that make up
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the United Kingdom as: {England, Northern Ireland, Scotland, Wales}. In some cases, it is possible and

useful to specify a set by means of a condition satisfied by all and only its members. For example, we can

specify the set of even numbers as: {x : x is an even number}. (Read as: the set of xs such that x is an even

number.)

Note that it also follows from the fact that each set is determined by its members that the way in which we

specify the members of the set is irrelevant. In particular, the names we use to specify them doesn't matter.

Neither does the order in which they are specified. Thus, we can equally well specify the set of countries

that make up the United Kingdom as: {England, Scotland, Wales, Northern Ireland}. Thus {x : x is a country

that makes up the United Kingdom} = {England, Scotland, Wales, Northern Ireland} = {England, Northern

Ireland, Scotland, Wales}. Lastly, it doesn't matter how many times a member is specified: it only counts

once. Thus {England, Scotland, Wales, Northern Ireland} = {England, Northern Ireland, Scotland, Wales,

Wales}.

A special case is the set called the empty set, or Ø. This is the set containing no members.

Sometimes we are interested in particular orderings of things. For example, we might want to talk about

England, Northern Ireland, Scotland, Wales in that order. To do that, we talk, not about sets, but about

ordered tuples: ordered pairs, ordered triples, etc. This is done using angled brackets, '<' and '>'. Thus,

the ordered tuple (in fact, ordered quadruple) containing England, Northern Ireland, Scotland, Wales, in

that order, can be specified as follows: <England, Northern Ireland, Scotland, Wales>. Here, of course,

order does matter. In other words, <England, Scotland, Wales, Northern Ireland> ≠ <England, Northern

Ireland, Scotland, Wales>.

All sorts of things can be members of sets and ordered tuples—including sets and ordered tuples! Sets of

ordered tuples (sets whose members are all tuples with the same number of members) are called

relations. Logicians are particularly interested in sets of ordered pairs, or binary relations, such as

{<England, Scotland>, <England, Wales>, <Scotland, Scotland>}.

Note that the empty set is again a special case. It contains no members. As a result, it is a set whose

members are all ordered pairs—all none of them! So it is, perhaps surprisingly, a binary relation. (Similarly,

it is a ternary relation, a set each member of which is an ordered triple, a quaternary relation, a set each

member of which is an ordered quadruple, and so on.)

Different binary relations have different properties. Given a binary relation R and set S, we say that R is

reflexive on S if and only if, for each element d of S, <d, d> is an element of R. Thus if R is the binary

relation {<England, England>, <Wales, Wales>, <Scotland, Scotland>} then R is reflexive on the set

{England, Wales, Scotland} but is not reflexive on the set {England, Wales, Scotland, Northern Ireland}. R is

symmetric on S if and only if, for any elements d and e of S, <e, d> is a member of R whenever <d, e> is a

member of R. Thus if R is the binary relation {<x, y> : x and y are countries in the United Kingdom that

share a land-border} then R is symmetric on the set {England, Wales, Scotland, Northern Ireland}. Indeed,

R is then symmetric on all sets:
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Let R be the binary relation {<x, y> : x and y are countries in the United Kingdom that share a land-

border} and S be any set. Suppose that d and e are members of S and that <d, e> is a member of R.

Then <d, e> ∈ {<England, Scotland>, <Scotland, England>, <England, Wales>, <Wales, England>}.

But if so then also <e, d> ∈ {<England, Scotland>, <Scotland, England>, <England, Wales>, <Wales,

England>}. That is, <e, d> is also a member of R. R is therefore symmetric on S. But S was any set. R

is therefore symmetric on all sets.

There are various other properties of binary relations. Let me mention just two more. First, given a binary

relation R and set S, R is transitive on S if and only if, for any elements d, e, and f of S, if <d, e> is a

member of R and <e, f> is a member of R then <d, f> is also a member of R. An example here is the binary

relation {<x, y> : x is an ancestor of y}. This is transitive on all sets, and in particular on any set of people,

past, present, or future. For if one person is an ancestor of a second, and the second is an ancestor of the

third, the first is also an ancestor of the third.

Lastly, a binary relation R is said to be a equivalence relation on a set S if and only if it is reflexive,

symmetric, and transitive on S. An example is the binary relation R = {<x, y> : x and y are at the same

college}, which is an equivalence relation on the set S of Oxford undergraduates. R is clearly reflexive on S:

if d is a member of S, and so an Oxford undergraduate, then d is at the same college as him- or herself. It is

also both symmetric and transitive on S. For suppose that d, e, and f are members of S, <d, e> is a member

of R, and <e, f> is a member of R. Then d, e, and f are all Oxford undergraduates, with d and e at the same

college and e and f at the same college. It follows that e and d (in that order) are at the same college, and

so that <e, d> is a member of R. That means R is symmetric on S. And since, as a matter of fact, each

Oxford undergraduate is at one and only one college, it also follows that d and f are at the same college,

and so that <d, f> is a member of R. That means R is transitive on S. R is thus reflexive, symmetric, and

transitive on S, and so an equivalence relation on S.

Q4. If R is a binary relation that is symmetric on a set S and also transitive on S, does it follow that R is an

equivalence relation on S? Explain your answer by providing either a proof (as above) or a counter-example

(where a counter-example is an example of a binary relation R and a set S such that R is symmetric on S

and transitive on S but not an equivalence relation on S).



MP and PP students also spend a couple of weeks studying General Philosophy in Michaelmas. This

component of the course covers up to eight topics, mainly in epistemology (i.e. the theory of knowledge)

and metaphysics: Scepticism, Knowledge, Mind & Body, Personal Identity, Perception, Induction, Free Will,

and God & Evil. In Michaelmas, you will have a mixture of classes and tutorials on the first two topics,

Scepticism and Knowledge. There are also weekly Faculty lectures for General Philosophy in Michaelmas,

usually on Wednesdays. You will have classes and tutorials on some more topics in General Philosophy in

Hilary.

The reading for General Philosophy comprises various articles and book chapters. Rather than trying to

read these now, read the notes below, working through the various EXERCISES. You might also want to

take a look at Simon Blackburn (1999) Think (Oxford University Press), which is an excellent introduction to

many of the problems and issues that we will be exploring. Note that some of the questions presume

familiarity with the concept of (logical) validity introduced in the LOGIC EXERCISES above. You should

therefore complete those before tackling these.

One of the central questions in epistemology, the theory of knowledge, is what, if anything, can we know?

According to sceptics, the answer is: not very much. We'll start General Philosophy by looking at

arguments for scepticism about the external world, the view that we do not, and cannot, know anything

about the external world around us. Some of these are presented in the First Meditation of Descartes's

Meditations on First Philosophy, in which Descartes (or rather the meditator) raises a series of sceptical

hypotheses, concerning the veracity of the senses, the indistinguishability of waking experience from

dreams, and the possibility of a deceiving God or evil demon. Contemporary epistemology often concerns

itself with a variant of the last hypothesis, concerning the possibility that you are nothing more than a brain

in a vat of nutrients, whose nerve endings are connected up to a supercomputer controlled by an evil

scientist. While it seems to you as if you are going about your everyday life, interacting and experiencing

ordinary objects, in fact (according to the hypothesis) you are not: you are merely receiving the electrical

signals that you (or your brain) would have received had all been as it seems to be.

In broad outline, the sceptical argument inspired by this hypothesis proceeds as follows:

1. You do not know that you are not a brain in a vat

2. If you do not know that you are not a brain in a vat, you do not know you have hands

3. So you do not know that you have hands

The argument is valid. (Use the methods above to check this.) Moreover, it also seems to be sound:

intuitively, at least, both premises seem to be true. But if the argument is not just valid, but also sound, then
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the conclusion is true: you do not know that you have hands! Worse, it seems that similar arguments can be

given to show that you don't know pretty much anything about the external world. For whatever sentence

concerning the external world that we substitute for 'you have hands', the resulting argument is no less

valid, and seems to be no less sound.

In light of this troubling result, the obvious thing to do is to examine the premises more closely. While they

might seem true, might one or the other of them in fact be false? In order to examine this, we need to get a

better understanding of why each premise seems true. To that end...

Q1. Present a valid argument for the first premise of the argument, i.e. the claim that you do not know that

you are not a brain in vat. Try to present the most convincing argument you can, and briefly explain (in no

more than one paragraph) the motivation behind its premises.

Hint: it seems plausible and important that, whether you are having the experience you seem to be having

(the so-called good case) or that of the brain in the vat (the so-called bad case), the way that things

experientially seem to you is the same. For example, if it experientially seems to that you are seeing a blue

circle in the good case, it will seem that way in the bad case too.

Q2. Present a valid argument for second premise, i.e. the claim that if you do not know that you are not a

brain in a vat then you do not know that you have hands. Again, present the most convincing argument you

can, and explain (in a paragraph) the motivation behind its premises.

Hint: regardless of whether or not you know that you have hands, it is plausible that you at least know that if

you have hands, you are not a brain in a vat. Suppose you do know that, and suppose you also knew that

you have hands, would it follow that you know (or can know) that you are not a brain in a vat? If not, what

else is required for before that conclusion will follow?

In order to get clearer on how, if at all, we might respond to sceptical arguments, it is helpful to think more

about what knowledge is. Our focus will be on propositional knowledge, the sort of knowledge that is

reported by sentences of the form 'S knows that P', where 'S' is replaced by the name of a person and 'P' is

replaced by a declarative sentence—sentences like 'Javahn knows that it is raining' and 'Priya knows that

the capital of Kiribati is Tarawa'. (There are other sorts of knowledge: know how, reported by sentences of

the form 'S knows how to X', where 'X' is replaced by verb phrase describing a kind of act, and

acquaintance knowledge, reported by sentences of the form 'S knows O', where 'O' is replaced by the

name of an object or individual.)

Many philosophers try to provide what's called an analysis of knowledge. (Here and from now on,

whenever you see the word 'knowledge', you should take it to mean 'propositional knowledge'.) What's

meant by an analysis is perhaps best approached via an example, the so-called Justified True Belief or

JTB analysis, which holds that S knows that P if and only if:

1. It is true that P;
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2. S believes that P; and

3. S is justified in believing that P.

This says that three conditions—known as the truth, belief, and justification conditions1—are individually

necessary for S knowing that P (S doesn't know that P if any of them doesn't obtain) and are jointly

sufficient for it (S does know that P if all of them do obtain). Plausibly, the analysis is also non-circular:

each of the three analysing conditions can be understood independently of (and antecedently to) the

analysed condition and the concept of knowledge.

We'll be looking at different analyses of knowledge, starting with the JTB analysis itself, which is subject to

various sorts of challenge. The following exercises help you to think about these.

Q3. Briefly explain and assess the threat to the JTB analysis posed by the following examples.

a. The ancient Greeks knew that the earth was the centre of the universe

b. I know Newtonian mechanics, but Newtonian mechanics is false.

c. I don't believe that Boris Johnson has resigned; I know that he has!

d. I dreamt that the lottery numbers will be such and such, and they were: I knew it!

Q4. Consider the following example, taken from a classic article of epistemology, Edmund Gettier (1963) 'Is

Justified True Belief Knowledge?' in Analysis 23(6), pp. 121-3:

Smith and Jones have applied for the same job. Smith has been told by the boss that Jones will get

the job, and has just watched Jones count ten coins and put them in his pocket. On this basis, he

forms the belief that Jones will get the job and has ten coins in his pocket, and infers that the person

who will get the job has ten coins in his pocket. In fact, it is Smith himself who will get the job. Smith

also happens to have ten coins in his pocket.

To which of the following claims is this a potential counter-example? Briefly explain your answer.

a. S knows that P only if S is justified in believing that P.

b. Having a justified true belief that P is a necessary condition for knowing that P.

c. Having a justified true belief that p is a sufficient condition for knowing that P.



MP and PP students have separate set texts, studied in Trinity. Since you don't study these until later on, it

is less urgent that you read them now, but you may wish to do so anyway. For MP students, the relevant

text is Frege's Foundations of Arithmetic. If you want to get hold of a copy now, you should make sure it is

Gottlob Frege (1980) The Foundations of Arithmetic, rev. 2nd edition, transl. and ed. by J. L. Austin

(Blackwell). (A recent translation by Dale Jacquette is more easily obtained, but it is terrible.) For PP

students, the relevant text the Leibniz-Clarke Correspondence. If you want to get hold of a copy, the edition

to get is R. G. Alexander, ed. (1977) The Leibniz-Clarke Correspondence (Manchester UP).

1. The justification condition is sometimes stated slightly differently, as follows: S's belief that P is

justified. Could one version of the condition be satisfied without the other being satisfied too? ↩
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